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Abstract. Until now, object recognition presents a difficult task and still requires 
research to improve the recognition results. The observation of an object can be 
very different depending on the field of activity as well as the reason to recognize 
and classify, perhaps simple or complex, and the tools developed are adapted to 
each use. It is in this context that this paper intervenes. We propose a recognition 
approach based on the color distribution using the histogram and spatiogram 
calculation, in the RGB space. With the used database, our approach gave good 
results. The main purpose of our work is to use the concepts from recognition to 
generate sentences in Arabic that summarize the content of the image. 

Keywords: Object recognition, color distribution, histogram, 
spatiogram, learning.  

1 Introduction 

Recognition of objects is a delicate problem that takes place at the top level in the 
hierarchy of vision tasks and constitutes the most difficult computational part. To 
overcome this difficulty, a vision system must be able to combine its internal 
representational capacities in order to make successful decisions. Many difficulties 
appear in the recognition of objects, in particular those linked to the variability of 
appearance linked to light, orientation, etc. Most theories of object recognition only 
deal with the geometric aspect. Today we can count two large groups of theories, which 
diverge, on the format of the representation according to whether this one is 
independent or dependent on the views of the object to be represented. 

The first group of these theories considers that the representation of an object is 
conceived as a set of characteristics (invariants) of the object which are independent of 
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the views of this same object [1]. This is a structural description of the object. One of 
the most interesting approaches is that of Biederman: "Recognition by Components" 
[2] which consists in representing the object by breaking it down into structures 
(primitives) according to a scheme proposed by de Marr and Nishihara [3].  

The second group of these theories considers that the representation of an object is 
linked to views specific to the object and that any other view can be deduced using 
these views [4,5]. The models of this type of representation consider a view as a 
collection of characteristics (2D information, 3D information...). Recognition is 
expressed as a function of the images already seen. The model claimed by the first 
group can appear attractive thanks to a compact and robust representation for 
the objects. 

However, experience has shown that it is very difficult to detect invariants in images 
on the one hand and that this structure of invariants necessarily leads to categorization 
and not to identification on the other. To remedy these drawbacks, new approaches 
have surfaced according to the theory of the second group. These approaches model 
objects by their images themselves, thus abandoning models of geometric type or based 
on invariant structures. Thus, an object is represented by a collection of images and the 
recognition is based on the matching of a new image of the object with the images in 
the collection. 

Several works [4] have evolved in this direction. This paper is organized as follows. 
In the second section, an overview of the image description methods that help in object 
recognition tasks. In the third section, a state of art is presented. The fourth section 
presents the proposed approach based on the histogram and spatiogram calculation. 
Some experimental results as well as the discussion will be presented in section five. 
Finally, section six concludes this paper. 

2 Image Description Methods 

After doing image preprocessing, we are interested in the task of object recognition. In 
fact, it is necessary to extract areas of interest from information relating to what is 
contained in the image; for this, there are image descriptors that characterize the 
information available. Two ways of proceeding are possible: 

 Either the image is described at specific and significant points: it is a local 
descriptor, and these interesting points are points of interest. 

 Or all the pixels of the image corresponding to the area of interest are 
considered in the description: it is a global descriptor. 

2.1 Local Descriptors   

For local descriptors present methods that are based on correlation measures. They 
make it possible to quantify the resemblance between two pixels and their 
neighborhoods. There are methods to detect points of interest. For example, the Harris 
point detector [6], which is certainly the most widely used; its principle is to detect 
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sudden changes in intensity in the image, thereby highlighting corners. Then a 
descriptor characterizes each point of interest by its neighborhood. Most often, this is 
the information the detector has calculated. Local methods are the most used today for 
the object recognition thanks to their good management of occultation, charged 
background and changes of point of view as well as their speed. 

However, unfortunately, local methods do not take the entire image into account and 
are fraught with ambiguities. This results in many matching errors. 

2.2 Global Descriptors   

In object recognition, a global descriptor is easier to use because it processes the image 
in its entirety. The descriptor is thus less sensitive to distortions from one image to 
another. Two close images must therefore lead to two close descriptors. A classifier can 
thus be trained on this data during training, and it will be able to associate these two 
images with the same class thanks to a notion of distance between the descriptors (for 
example Euclidean distance).  

The same will be true for recognition: by using the same descriptor as during 
training, the classifier will be able to associate a new object with a class of learned 
objects. Many methods exist. The choice depends above all on the intended application 
and the calculation time available to carry it out. Indeed, in the case of real-time 
recognition and detection, there is often a trade-off between the quality of the response 
and the execution time. 

However, if the information provided by the descriptor is not precise enough, the 
classifier will be difficult to train during learning and the results it will provide in 
recognition will therefore be unreliable. Global methods take the entire image into 
account. They are based on the following principle: if the calculated disparity map is 
correct and if an image is constructed from the reference image and the disparity map, 
then the resulting image should resemble the other image. We then seek to find the 
disparity map which maximizes a global similarity function. 

An example of a method is the method presented in [7]. This method is one of the 
best classified in the protocol of Scharstein and Szeliski1 of [8]. It is divided into 
four stages: 

– Color segmentation. 

– Use of an adaptive correlation score that maximizes the number of 
reliable  matches. 

– Assigning a disparity value to each region. 

– Search for the optimal disparity using a belief propagation based on the 
Markov field model. 

3 State of the Art: Objects Recognition 

The authors, in [9], presented a residual learning framework in order to simplify the 
formation of deeper networks than previously used networks. In an explicit way, Zhang 
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et al. did not choose to learn unreferenced functions, but they reformulated the layers 
as residual learning functions with reference to the layer inputs. In their work [10], 
Chabot & al. proposed a system that is divided into two stages. In fact, this system is 
used to transmit the input image via the Deep MANTA network which produces the 
visibility properties of the parts, the 2D bounding boxes and the associated vehicle 
geometry.  

OverFeat [11] is an example of the first modern objects detectors, which is a one-
stage detector based on deep networks. One of the newest detectors is SSD (Single Shot 
MultiBox Detector) [12], where its approach is based on a convolutional feed-forward 
network generating scores for the presence of object class instances. In fixed size 
bounding boxes that were generated before, then a non-maximal deletion step to 
produce the final detections.  YOLO9000 [13] also a real-time framework is designed 
to detect more than 9000 categories of objects while optimizing the classification and 
detection. In order to detect faces, in their works [14], the authors exploited detectors 
of boosted objects. 

The use of integral channels [15] and HOG functions [16] has led to the emergence 
of effective methods for pedestrian detection. In the classical computer vision, the 
sliding window approach was the main model of detection, with the appearance of deep 
learning [17]. With regard to work based on two-stage detectors, in [18], the first phase 
is the generation of an isolated set of candidate propositions in the obligation to include 
all the objects as well as the filtering of the majority negative locations. The second 
phase classifies proposals into foreground / background.  

For the purpose of improving the second-stage classifier, R-CNN [19] has made 
modifications to this level to have a convolutional network that offers significant gains 

 

Fig. 1. Harris Detector - In order to find points of interest, the Harris Detector calculates, for 
each pixel, the autocorrelation matrix from the two components of the image's gradient vectors. 
Then, the detector response matrix is obtained from these matrices. Finally, the points of 
interest, here marked with a green cross, are located from this answer. 
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in accuracy. In turn, R-CNN has also been improved over the years, at the same time at 
the speed level [20] and by exploiting proposals for learned objects [21]. To improve 
timeliness and to have a faster classifier than that used by the RCNN, Region Proposal 
Networks (RPPs) incorporated proposal generation with the second-stage classifier into 
a single convolutional network [21]. As well as several extensions have been proposed 
in this framework [22, 23, 24]. In [25], Karpathy & al. proposed a model generating 
natural language descriptions of images and their regions.  

To learn more about the correspondence between images and language, the approach 
proposed the authors exploits the dataset of text descriptions of images. The base of the 
alignment model is a new combination of two-way recursive neural networks on 
sentences, Convolutional neural networks on image regions, and a structured objective 
that serves to align the two modalities via multimodal integration. 

The approach proposed in [26] by Lin & al. is the focal loss applying a modulating 
term to the loss of cross entropy in order to weight the many easy negatives and to focus 
learning on concrete examples. Vaillant & al. applied in their work [27] convolutional 
neural networks to the recognition of handwritten figures. Many researchers work on 
the detection in different fields [28, 29, 30, 31, 32], but the objects detection and 
recognition still a challenge in the field of research because of several difficulties that 
the researcher can envisage because of the variability of shape, position, contrast 
of objects. 

4 The Proposed Approach 

Since we want to build an image description system that can be used by humans, and it 
is the human being who gives meaning to what he sees, it may be interesting to draw 
inspiration from of the human perception system to choose the visual spaces in order to 
come as close as possible to the human being's understanding of the image, and thus 
reduce the semantic gap. Low-level descriptors are used at the level of global methods, 
also called feature vectors, such as color, texture, and shape.  

In our approach we will use the color distribution in order to make the objects 
recognition task which is based on the histogram and spatiogram calculation. After 

 

Fig. 2. Recognition steps. This figure shows the details of the steps to follow in order to 
recognize object (s) in an image. 
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building our database, we will do the preprocessing step for the images, after this the 
training step is done.  

For the test phase, also we do a pretreatment for the image, calculate the histogram 
and spatiogram. And for the recognition task we will opt for a similarity calculation to 
find the recognized object. The following figure presents the system of 
objects recognition. 

4.1 Color Image 

A color image is actually made up of three images, in order to represent red, green, and 
blue. Each of these three images is called a channel. This representation in red, green 
and blue reflects the functioning of the human visual system. 

Each pixel in the color image thus contains three numbers (r, g, b), each being an 
integer between 0 and 255. If the pixel is equal to (r, g, b) = (255, 0, 0), it contains only 
red information, and is displayed as red. Similarly, pixels of (0, 255, 0) and  
(0, 0, 255) are displayed green and blue, respectively. A color image can be displayed 
on the screen from its three channels (r, g, b) using the rules of additive color synthesis. 
The following figure shows the composition rules for this additive synthesis of colors. 
A pixel with the values (r, v, b) = (255, 0, 255) is a mixture of red and green, so it is 
displayed as yellow. Figure 4 shows the decomposition of a color image into its three 
constituent channels. 

4.1.1 Color Image Histogram 

For a monochrome image, that is to say with a single component, the histogram is 
defined as a discrete function which associates with each intensity value the number of 
pixels taking this value. The histogram is therefore determined by counting the number 
of pixels for each intensity of the image. Sometimes a quantization is carried out, which 
groups together several intensity values in a single class, which can make it possible to 
better visualize the distribution of the intensities of the image. Histograms are usually 
normalized by dividing the values of each class by the total number of pixels in the 
image. The value of a class then varies between 0 and 1 and can be interpreted as the 
probability of occurrence of the class in the image. The histogram can then be seen as 

 

Fig. 3. Additive synthesis of colors. 

24

Nada Farhani, Naim Terbeh, Mounir Zrigui

Research in Computing Science 147(9), 2018 ISSN 1870-4069



a probability density. For color images, we can consider the histograms of the 3 
components independently, but this is generally not efficient.  

Rather, we construct a histogram directly in the color space. Histogram classes now 
correspond to a color, rather than intensity. This is called a color histogram. 

4.1.2 Color Image Spatiogram  

The lack of spatial information, in standard color histograms, has led us to the use of 
Spatiogram(s). Spatiogram(s) are generalized histograms describing more than the 
occurrence of the pixels in each color box, the average, and the covariance of the 
coordinates of the pixels, which makes it possible to capture the spatial distributions of 
the different image colors. 

5 Tests and Results 

Some experimental results are presented to evaluate our approach based on 
Histogram(s) and Spatiogram(s) to recognize objects in an image.  

5.1 Image Database 

For the database we used images from ImageNet and Pascal VOC and also, we have 
collected images from the Internet. All these images are divided according to their 
categories into test images and others into images forming the learning base. We tried 
to collect a large number of images according to their category so that each one can 
cover the maximum of images in different positions and different contrasts. We have 
used in our approach to do the recognition part the Support vector machines (SVM) 
which are a set of supervised learning techniques designed to solve discrimination and 
regression problems. SVMs are a generalization of linear classifiers. 

 

Fig. 4. Decomposition of a color image into its three channels and their 
corresponding Histograms. 
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5.2 Experimental Results 

From the image database collected. We will test our algorithms on some categories of 
objects. The objects in the learning database are tagged to use the tags after. 
Subsequently, we will associate the object to recognize its histogram and its spatiogram 
to compare them later to those of the objects of the learning base by calculating a 
similarity factor. The table below shows the comparison results with different objects. 
From the results, we find that the values close to 1 are those associated with the images 
which are the most similar to the test image, despite having several objects of the same 
form which is circular. 

5.3 Discussion  

This approach has a part that serves to preserve the color information and that is consists 
on the use of histograms and spatiograms to help the recognition and this by a 
comparison between the histograms and the spatiograms with those of the unknown 
object. The results obtained show that the comparison between the approaches gave a 
precision rate of 96%. Compared with another works, [25] where the precision rate was 

Table 1. Comparison between the test image and some images from database with circular form. 

Image Histogram Similarity Spatio Similarity 

 

0.94 0.92 

 

0.97 0.93 

 

0.22 0.15 

 

0.05 0.03 

 

0.02 0.01 

 

0.03 0.02 

 

0.06 0.05 
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93% and also with [26], where the precision rate for histograms was 95% and 
spatiograms was also 95%, we have obtained good results that allow us to use it to 
generate Arabic sentences from the recognized objects. 

6 Conclusion 

We have presented an approach for the object recognition which is based on the color 
distribution using histograms and spatiograms for images in the RGB space. We can 
conclude that we have important results, but we will work in the future to ameliorate 
the results by introducing other features. The main goal of our works is to generate 
arabic description for an image using the recognized objects in the image. 
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